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AutoFeat Evaluation

Avg feature discovery time
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Avg accuracy
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eBenchmark - Snowflake schemata, known PK-FK Same accuracy as Join All(+FS) at a fraction of time

AutoFeat explores the join space in depth
10x faster than MAB, 3x faster than ARDA

e Data Lake - Dense multi-graph, no PK-FK relations

2 Metrics: runtime, accuracy

16% average increase in accuracy across all datasets and models
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