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• Find relationships with Valentine [1].
• Create a weighted graph:

• nodes -> tables
• edges -> relations
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AutoFeat Pipeline

• Relevance - Spearman
• Redundancy - MRMR
• Ranking - Linear function

• BFS Traversal 
• Left join
• Prune paths:

• Similarity score
• Null value ratio

AutoFeat Evaluation
8 Datasets: 7 OpenML, 1 SOTA
5 Baselines: Base, JoinAll, JoinAll + FS, ARDA [2], 
MAB [3]
4 ML models: AutoGluon decision trees
2 Scenarios: 
• Benchmark - Snowflake schemata, known PK-FK
• Data Lake - Dense multi-graph, no PK-FK relations
2 Metrics: runtime, accuracy 
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2Dataset Repository

Base Table

Dataset Relation Graph

Join Trees Feature Selection
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Join Tree

• Top-k join trees
• Based on ranking

• Augment base table
• Train ML models

Evaluation
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16% average increase in accuracy across all datasets and models

Same accuracy as Join All(+FS) at a fraction of time 
AutoFeat explores the join space in depth 
10x faster than MAB, 3x faster than ARDA


